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#### Abstract

This paper mainly discusses some properties of matrices under the similarity of unitary matrix. At the same time, we characterize the product of the eigenvalues of semi-positive definite matrices. Then we prove the rationality of the function operation of the Hermite matrix. Finally, we discuss the relationship between the singular values of the matrix and its sub matrix.
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## 1. Introduction

Proposition 1. Suppose that $A \in C_{n}$. If $A A^{*}=A^{2}$, then $A^{*}=A$.
Proof. By conditions, we know $A\left(A^{*}-A\right)=0$, and $A^{*} A^{*}=A A^{*}, A^{*}\left(A^{*}-A\right)=0$, it satisfied $\left(A-A^{*}\right)\left(A^{*}-A\right)=0$, so we prove that $A=A^{*}$. We know that any matrix is similar to the upper triangular matrix. If $A \in C_{n}$, then exists an unitary matrix $U$ such that

$$
A=U^{\prime \prime}\left(\begin{array}{cccc}
a_{1} & & & \\
& a_{2} & * & \\
& & \ddots & \\
& & & a_{n}
\end{array}\right) U
$$

Thus $\prod_{j=1}^{n} a_{j}=\operatorname{det} U A U^{*}$ can be seen from the relationship between the characteristic value and determinant
As we know, the determinant is invariant under unitary similarity relation matrix. So we say $\prod_{j=1}^{n} a_{j}=\max _{U} \operatorname{det} U A U^{*}$. But we may consider a more general situation: The product of the first $k$ eigenvalues, or consider the product of the last $k$ eigenvalues. If $A$ is a positive definite Hermite matrix, then we let $A=\operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$, let $U_{0}=\binom{I_{k}}{U_{1}}$ is an unitary matrix, thus we say $\prod_{j=1}^{k} a_{j}=\operatorname{det} U_{0}{ }^{*} A U_{0}$ by calculates, therefore $\prod_{j=1}^{k} a_{j} \leq \max _{U V=I_{k}} \operatorname{det} U^{*} A U$. So if $U^{*} U=I_{k}$, we can get $U=U_{0} U_{2}$, and $U_{2}$ satisfied that $U_{2}{ }^{*} U_{2}=I_{k}, \operatorname{det} U^{\prime \prime} A U=\operatorname{det} U_{0}{ }^{*} A U_{0}=\prod_{j=1}^{k} a_{j}$, so we have proved that $\prod_{j=1}^{k} a_{j}=\max _{U^{\bullet U=I_{k}}} \operatorname{det} U^{*} A U$. This is

Proposition 2. If $A$ is a positive definite Hermite matrix, then $\prod_{j=1}^{k} a_{j}=\max _{U^{*} U=I_{k}} \operatorname{det} U^{*} A U$, $\prod_{j=1}^{k} a_{n-j+1}=\min _{U^{*} U=I_{k}} \operatorname{det} U^{*} A U$.

In addition, we can also get a conclusion like this:
Corollary. Any complex matrix are unitary similar to a matrix which diagonal elements are all equal.
Proof. We use $E(i, j)$ represents a Unit matrix exchange the $i, j$ rows, Then we get $A_{i, j}=E_{i, j}{ }^{*} A E_{i, j}$, and $\sum_{i, j} A_{i, j}$ is similar to $n^{2} A$, Therefore, the conclusion holds.
Proposition 3. $A, B \in C_{n}, A$ is a positive definite Hermite matrix, $B$ is a Hermite matrix, then $A+B$ is positive if and only if $\lambda_{j}\left(A^{-1} B\right)>-1, j=1,2, \ldots, n$.

Proof. $A$ is a positive definite Hermite matrix, Then exists the inverse matrix $M$ such that $M^{*} A M=I$, as the same time, $M^{*} B M$ also is a Hermite matrix. Then exists an unitary matrix $Q$ such that $Q^{*} M^{*} B M Q=\operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}, Q^{*} M^{*} A M Q=I$. Let $S=M Q$, so we can get that exists the inverse matrix $K$ such that $B=K^{*} \operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} K, A=K^{*} K$, and we notice that $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \in \operatorname{Spec}^{-1} B$, and the theory of semi-positive definite matrices shows that positive matrix only contract with positive matrix, so $A+B$ is positive if and only if $\lambda_{j}\left(A^{-1} B\right)>-1, j=1,2, \ldots, n$.
Next, we consider the relationship between the eigenvalues of the semi-positive definite matrix and the eigenvalues of its principal sub-matrix. If $A$ is a semi-positive matrix, $B$ is a sub matrix of $A$. We know $\operatorname{Spec} B \subseteq \operatorname{Spec} A$ according to $\lambda_{1}=\max _{x^{*} x=1} x^{*} A x, \lambda_{n}=\min _{x^{*} x=1} x^{*} A x, \lambda_{1}$ Represents the maximum eigenvalue of matrix $A, \lambda_{n}$ represents the minimum eigenvalue of matrix $A$. It's convenient to get $\|B\|_{2} \leq\|A\|_{2}$.
For the convenience of the next discussion, we first give two theorems:

1. Cauchy separation theorem Suppose the eigenvalues of $A \in H_{n}$ are $\lambda_{1} \geq \ldots \geq \lambda_{n}, B$ is a principal sub-matrix of order m for $A$, the eigenvalues of $B$ are $u_{1} \geq \ldots \geq u_{m}$. then $\lambda_{j} \geq u_{j} \geq \lambda_{n+j-m}, j=1,2, \ldots, m$.
2. Weyl monotonicity theorem Suppose $A, B \in H_{n}$, with $A \geq B$, then $\lambda_{j}(A) \geq \lambda_{j}(B), j=1,2, \ldots, n$.

Proposition 4. Let $A \in C_{n} B \in M_{r}$ is a sub-matrix of $A$, then the singular values satisfies that $s_{j}(B) \leq s_{j}(A), j=1,2, \ldots, r$.
Proof. We prove that $\lambda_{j}\left(B B^{*}\right) \leq \lambda_{j}\left(A A^{*}\right)$, generally, we may assume that $A=\left(\begin{array}{cc}B & D \\ C & M\end{array}\right)$, we get $\lambda_{j}\left(\boldsymbol{B} \boldsymbol{B}^{*}+\boldsymbol{D} \boldsymbol{D}^{*}\right) \leq \lambda_{j}\left(\boldsymbol{A} \boldsymbol{A}^{*}\right)$ by Cauchy separation theorem, we get $\lambda_{j}\left(\boldsymbol{B} \boldsymbol{B}^{*}\right) \leq \lambda_{j}\left(\boldsymbol{B} \boldsymbol{B}^{*}+\boldsymbol{D} \boldsymbol{D}^{*}\right)$ by Weyl monotonicity theorem, so we prove that $\lambda_{j}\left(B B^{*}\right) \leq \lambda_{j}\left(B B^{*}+\boldsymbol{D} \boldsymbol{D}^{*}\right) \leq \lambda_{j}\left(\boldsymbol{A} \boldsymbol{A}^{*}\right)$.
Corollary 4. Let $A, B$ are two matrices, then $\lambda_{j}\left(A^{2}+B^{2}\right) \leq \delta_{j}\left(\begin{array}{ll}A & B \\ B & A\end{array}\right)$, where $\lambda_{j}$ represents the $j-t h$ eigenvalue of the matrix, $\delta_{j}$ represents the $j-t h$ singular value of the matrix.

Corollary 5 : The modulus of the characteristic root of any sub-matrix of the unitary matrix is less than or equal to1.
We don't use Weierstrass theorem to prove. The function operation of the Hermite matrix is independent of the specific spectral decomposition. We define the function operation of Hermite matrix:

Proposition 6. Let $f(t)$ is a real-valued continuous function on $\Omega$, the eigenvalues of Hermite matrix $H$ include in $\Omega, H=\operatorname{Udiag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) U^{*}$ is the spectral decomposition of $H, U$ is an unitary matrix, then definition of the function operation of Hermite matrix $H$ is

$$
f(H)=\operatorname{Udiag}\left(f\left(\lambda_{1}\right), \ldots, f\left(\lambda_{n}\right)\right) U^{*}
$$

Proof. Let $H=U \operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) U^{*}, H=\operatorname{Vdiag}\left(\lambda_{1}, \ldots, \lambda_{n}\right) V^{*}, U, V$ are unitary matrices, Hence $U=V\left(\begin{array}{llll}A_{1} & & & \\ & A_{2} & & \\ & & \ddots & \\ & & & A_{r}\end{array}\right)$, and $A_{i} A_{i}^{*}=A_{i}^{*} A_{i}=I$, so we get
$\operatorname{Udiag}\left(f\left(\lambda_{1}\right), \ldots, f\left(\lambda_{n}\right)\right) U^{*}=\operatorname{Vdiag}\left(f\left(\lambda_{1}\right), \ldots, f\left(\lambda_{n}\right)\right) V^{*}$ by directcalculates.
The above theorem helps to study the partial order of the matrix. The following proposition is to consider the variation of the eigenvalues of the diagonal matrix under the function of the unitary matrix.

Proposition 6 If $U$ is an unitary matrix with $n-t h$ order, and $A=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right), a_{i}$ are all real numbers, then the eigenvalues of $U A$ are $\lambda_{j}$, and it holds that:

$$
m \leq\left|\lambda_{j}\right| \leq M, m=\min _{j} a_{j}, M=\max _{j} a_{j}
$$

Proof. We can prove $\left|\lambda_{j}\right| \leq M$ by $\delta_{\max } U A=\delta_{\max } A$, using the same way, we can prove $m \leq\left|\lambda_{j}\right|$, so $m \leq\left|\lambda_{j}\right| \leq M$.

From the relationship between the eigenvalues of the matrix and the determinant, the following proposition can be obtained.
Proposition 7 Let is $A$ a semi-positive definite real symmetric matrix with $n-t h$ order, $E \geq A$. Then it holds that: we have $\operatorname{det}(E-A K) \geq \operatorname{det}(E-A)$ for any orthogonal matrix $K$.

Proof. We get $\operatorname{det}(E-A O) \geq 0$ by $E-A \geq 0$ and Proposition 6, If one of the eigenvalues of $A$ is1, Proposition has already been proved. So we consider the case where the eigenvalues of $A$ are all less than1.At this time, Proposition can be proved by the condition that the positive definite matrix can be contracted simultaneously to the diagonal matrix. And we can see that the necessary and sufficient condition for the equation to be established is $K=E$.
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