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1. INTRODUCTION 

Many a time’s decisions are taken with several considerations. It is not very easy to make an 

appropriate decision favoring all the considerations. MOO techniques are helpful to address such 
problems. Sen's MOO 

[1]
 was applied by several research workers

[2][3] [4][5][6][7][8] [9][10] [11] [12][13] 
in 

agriculture for formulating  appropriate land use plans for maximizing income, employment and 

minimizing irrigation, fertilizer, CO2 emissions etc. There are several alternative techniques of Mean, 

Median, Optimal average etc 
[14][15][16][17][18][19][20] used to solve the MOO problems. These alternative 

techniques have not been formulated appropriately. The problem of multi-dimensional aggregation 

has not been addressed. Applications of these techniques have been demonstrated with inferior 

examples. The solutions have also not been interpreted correctly. The examples using the MOO 
techniques have been reproduced here with correct interpretations. 

2. METHODOLOGY 

2.1. Multi-Objective Optimization Methods 

The Multi-Objective Optimization problem can be described as: 

Optimize Z= [ Max. Z1, Max. Z2 ......Max. Zr Min. Z r+1.......Min. Zs ] 

Subject to: 

AX = b   and X≥ 0 

2.2. Formulation of Multi-Objective Function 

All the objective functions to be optimized are combined as detailed below: 

Max. Z =
 𝑍j𝑟

𝑗=1

𝑊𝑗 ,   𝑚𝑒𝑎𝑛 ,   𝑚𝑒𝑑𝑖𝑎𝑛  𝑜𝑟  𝑜𝑝𝑡𝑖𝑚𝑎𝑙  𝑎𝑣𝑒𝑟𝑎𝑔𝑒
−

 𝑍j𝑠
𝑗=𝑟+1

𝑊𝑗 ,   𝑚𝑒𝑎𝑛 ,   𝑚𝑒𝑑𝑖𝑎𝑛  𝑜𝑟  𝑜𝑝𝑡𝑖𝑚𝑎𝑙  𝑎𝑣𝑒𝑟𝑎𝑔𝑒
 

Subject to: 

AX = b   and X≥ 0  

wj > 0 for j=1,2.......s 

Abstract: There are many techniques for solving Multi-Objective Optimization (MOO) problems. Goal 

programming, Weighted sum method, lexicographic method, and Ɛ-constraints method are popularly used for 

solving MOO problems. Under the weighted sum method, a combined objective function is formulated to 

solve the MOO problems. Correlation, Mean, Median, Average, New Average, Optimal average techniques 

have been proposed to solve the MOO problems. These techniques have not been formulated appropriately. 

The application of these techniques has been demonstrated with inferior examples. The solution of these 

techniques has also not been interpreted appropriately. The misconceptions of these techniques have been 

clarified in this paper. The solutions of these techniques have also been compared with Sen's MOO technique. 
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Where; 

Wj = Individual Optima of J
th
 objective function (Sen's MOO technique) 

Mean= Average of absolute values of all the Individual Optima 

Median= Median of absolute values of all the Individual Optima 

Optimal Average= Average of Least absolute optimal values of maximization &minimization 

3.  FORMULATION OF MULTI-OBJECTIVE FUNCTION  

3.1. Sen's MOO Technique 

The objective functions may be of different dimensions. The multi-objective function is formulated by 

weighting each objective function by inverse of individual optima. This make the each objective 

function dimension free. The deviation of sum of weighted objective functions of maximization and 

minimization is maximized to obtain compromise solution. 

3.2. Mean. Median and Optimal Average Techniques 

Under these techniques the multi-objective function is formulated by weighting each objective 

function by inverse of mean, median and optimal average. However mean, median and optimal 

average are estimated using individual optima of the objective functions under consideration. If the 

objective functions are of different dimensions, the estimation of mean, median and optimal average 

is not logical.  

4. NUMERICAL EXAMPLES  

The applications of these techniques using the examples demonstrated in research papers 
[15] [16]

 have 

been reproduced here. 

Example 1:  

Max. Z1 = (3X1- 2X2)/ (X1 + X2 +1) 

Max. Z2 = (9X1+ 3X2)/ (X1 + X2 +1) 

Max. Z3 = (3X1- 5X2)/ (2X1 + 2X2 +2) 

Min. Z4 = (-6X1+ 2X2)/ (2X1 + 2X2 +2) 

Min. Z5 = (-3X1- X2)/ (X1 + X2 +1) 

Subject to; 

         X1 + X2 ≤ 2 

         9X1 + X2 ≤ 9 

         X1, X2 ≥ 0 

Example 2: 

𝑀𝑎𝑥. 𝑍1 =
 2𝑥1 + 𝑥2 + 1 (2𝑥1 + 𝑥2 + 2)

(3𝑥1 + 3𝑥2 + 3)
 

𝑀𝑎𝑥. 𝑍2 =
 6𝑥1 + 3𝑥2 + 3 (4𝑥1 + 2𝑥2 + 4)

(2𝑥1 + 2𝑥2 + 2)
 

𝑀𝑎𝑥. 𝑍3 =
 8𝑥1 + 4𝑥2 + 4 (6𝑥1 + 3𝑥2 + 6)

(5𝑥1 + 5𝑥2 + 5)
 

𝑀𝑖𝑛. 𝑍4 =
 10𝑥1 + 5𝑥2 + 5 (−8𝑥1−4𝑥2 − 8)

(7𝑥1 + 7𝑥2 + 7)
 

𝑀𝑖𝑛. 𝑍5 =
 −4𝑥1 − 2𝑥2 − 2 (6𝑥1 + 3𝑥2 + 6)

(6𝑥1 + 6𝑥2 + 6)
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𝑀𝑖𝑛. 𝑍6 =
 −2𝑥1 − 𝑥2 − 1 (4𝑥1 + 2𝑥2 + 4)

(9𝑥1 + 9𝑥2 + 9)
 

Subject to: 

𝑥1 + 2𝑥2 ≤ 4 

 

3𝑥1 + 𝑥2 ≤ 6 

 

𝑥1, 𝑥2 ≥ 0 

5. SOLUTION 

All the objective functions of the example 1 have been optimized individually and the solution is 

presented in following Table1.   

Table1. Solution of single objective optimization 

 
Item 

Individual Optimization 

Max. Z1 Max. Z2 Min. Z3 Min. Z4  Min. Z5 

      X1,  X2 1,   0 1,   0 1,   0 1,   0 1,   0 

 Z1 3/2 3/2 3/2 3/2 3/2 

 Z2 9/2 9/2 9/2 9/2 9/2 

 Z3 3/4 3/4 3/4 3/4 3/4 

 Z4 -3/2 -3/2 -3/2 -3/2 -3/2 

 Z5 -3/2 -3/2 -3/2 -3/2 -3/2 

The Table 1 clearly indicates that all of the above objective functions have a unique solution (values 

of decision variables X1 & X2). There are no conflicts amongst objectives. Hence, the above example 

is not appropriate to assess the suitability of MOO techniques. The example was solved using MOO 

techniques and the solution is given in Table 2. 

Table2. Solution of Multi-Objective Optimization 

 

Item 

Multi-Objective Optimization 

Zmean  Zmedian Zoptimal average Sen's MOO 

      X1,  X2 1,  0 1,  0 1,  0 1,  0 

Value of modified 

objective function 

5 6.5 8.67 5 

 Z1 3/2 3/2 3/2 3/2 

 Z2 9/2 9/2 9/2 9/2 

 Z3 3/4 3/4 3/4 3/4 

 Z4 -3/2 -3/2 -3/2 -3/2 

Z5 -3/2 -3/2 -3/2 -3/2 

The solutions of all the MOO techniques presented in Table 2 are unique. The values of decision 

variables and individual objective functions are all same. This reveals that all the techniques are 

equally efficient to solve MOO problems. However, the Values of modified objective functions were 
not all equal. This is due to formulation of a combined objective function using different methods. 

The basic purpose of MOO is to achieve all the real objectives (Z1, Z2, Z3, Z4 and Z5) only. 

Example 2 was also solved for achieving all the objectives individually as well as simultaneously. The 
solution of single objective optimization and multi-objective optimization is presented in Tables 3 and 

4.  

Table3. Solution of single objective optimization 

 

Item 

Individual Optimization 

Max. Z1 Max. Z2 Max. Z3 Min. Z4  Min. Z5 Min. Z6 

      X1,  X2 2,   0 2,   0 2,   0 2,   0 2,   0 2,   0 

 Z1 3.33 3.33 3.33 3.33 3.33 3.33 

 Z2 30 30 30 30 30 30 

 Z3 24 24 24 24 24 24 
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 Z4 -28.571 -28.571 -28.571 -28.571 -28.571 -28.571 

 Z5 -10 -10 -10 -10 -10 -10 

Z6 -2.22 -2.22 -2.22 -2.22 -2.22 -2.22 

Table4. Solution of Multi-Objective Optimization 

 

Item 

Multi-Objective Optimization 

Zmean  Zmedian Zoptimal average Sen's MOO 

      X1,  X2 2,   0 2,   0 2,   0 2,   0 

Value of 

modified 

objective function 

32 6.369 35.359 15 

 Z1 3.33 3.33 3.33 3.33 

 Z2 30 30 30 30 

 Z3 24 24 24 24 

 Z4 -28.571 -28.571 -28.571 -28.571 

Z5 -10 -10 -10 -10 

Z6 -2.22 -2.22 -2.22 -2.22 

Table 3 clearly indicate that all the objective functions have unique optimal solution. Therefore this 
example is also not suitable to evaluate the multi-objective optimization techniques. The solution of 

multi-objective optimization techniques is given in Table 4. There is unique solution of all the multi-

objective optimization techniques. All the methods are equally efficient. Similar to example 1, the 

values of multi-objective functions are not the same for all the multi-objective functions due to 
differences in their formulations. 

6. CONCLUSION 

The alternative MOO techniques of mean, median and optimal average have not been formulated 
appropriately to tackle the problem of multi-dimensional aggregation. The examples used to explain 

these techniques are inferior. The solutions of mean, median and optimal average techniques have 

also not been interpreted appropriately. However, the Sen's MOO technique is simple, efficient and 
free from multi-dimensional aggregation problem. 
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