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#### Abstract

It develops the $p$ - version of the General Ray Method (GRM) for parabolic partial differential equations for bidimensional spatial functions with compact support and mobile boundary conditions.
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## 1. Introduction

There are analytical and numerical methods and to solve problems with initial and boundary conditions for parabolic Partial Differential Equations (PDE), which describe thermodynamic process applied in physical areas, see [1], [2], [3], [4] and [5]. The explicit analytical method that use the Green function, in general is unknown for regions that move at the time, see [6]. The numerical methods based on Finite Difference and Finite Element at its realization leads to the solution of linear algebraic equations, requiring a lot of memory and long computer time, see [4]. For this reason it is important development and implementation of new effective numerical methods.
The $p$ - version of the GRM was developed for elliptic PDE in 2003-2007 to find the solution of boundary problems in domains of complex geometric shape, see [7] and [8]. This method is based on the use of the Direct Radon Transform (DRT) and the Inverse Radon Transform (IRT). The IRT can be quickly implemented using Fast Fourier Transform (FFT), see [9] and [10].

## 2. Símbolos

$\Omega: \quad$ It is a star domain in plane $\mathbb{R}^{2}$.
$\mathcal{D}\left(\mathbb{R}^{2}\right) \quad$ Space of functions defined in the plane, twice differentiable with respect to space and time variables.

## 3. DEFINITIONS

The Radon transform of some function $f \in \mathcal{D}\left(\mathbb{R}^{2}\right)$, see [11], [12], [13] and [14], is integral's family of $f$ on straight lines $l$ and these lines are determined by two parameters $p, \varphi$, where $p$ is the distance of a straight line to the origin, $\varphi$ is the angle, formed by the axis $X$ and the perpendicular segment from the origin to the line, see Fig. 1.


Figure 1. Straight line with its normal form $x \cos \varphi+y \operatorname{sen} \varphi=p$.

The Radon parameterization of coordinates we will write as: $x=p \cos \varphi-\tau \operatorname{sen} \varphi$, $y=p \operatorname{sen} \varphi+\tau \cos \varphi, \tau \in \mathbb{R}$.

## Definition 1.

The DRT of the function $f(x, y)$ is denoted as $R[f(x, y)]$ or $\hat{f}(p, \varphi)$ and it is defined as

$$
\begin{equation*}
\hat{f}(p, \varphi)=\int_{-\infty}^{\infty} f(p \cos \varphi-\tau \operatorname{sen} \varphi, p \operatorname{sen} \varphi+\tau \cos \varphi) d \tau \tag{1}
\end{equation*}
$$

where $-\infty<p<\infty, \quad 0 \leq \varphi<\pi$.
Of course, the limits of integration can be finite if the function $f(x, y)=0$ out of the domain $\Omega$. Namely the DRT can be written as

$$
\hat{f}(p, \varphi)= \begin{cases}\int_{g_{1}(p)}^{g_{2}(p)} f(p \cos \varphi-\tau \operatorname{sen} \varphi, p \operatorname{sen} \varphi+\tau \cos \varphi) d \tau & ,(p, \varphi) \in \hat{\Omega}  \tag{2}\\ 0 & ,(p, \varphi) \notin \hat{\Omega}\end{cases}
$$

where $\hat{\Omega}=\left\{(p, \varphi): r_{1}(\varphi) \leq p \leq r_{0}(\varphi), 0 \leq \varphi<\pi\right\}$ and $g_{1}(p), g_{2}(p)$, are differentiable functions on the border, see Fig. 2.

## Definition 2.

The IRT of the function $\hat{f}(p, \varphi)$ is denoted as $R^{-1}[\hat{f}(p, \varphi)]$ and is it defined as

$$
\begin{equation*}
f(x, y)=R^{-1}[\hat{f}(p, \varphi)]=\frac{1}{2 \pi^{2}} \int_{0}^{\pi} \int_{-\infty}^{\infty} \frac{\frac{\partial \hat{f}(x \cos \varphi+y \operatorname{sen} \varphi, \varphi)}{\partial p}}{x \cos \varphi+y \operatorname{sen} \varphi-p} d p d \varphi \tag{3}
\end{equation*}
$$

where $-\infty<p<\infty$ y $0 \leq \varphi<\pi$.


Figure 2. Domain of the functions $f$ such that $f(x, y)=0,(x, y) \notin \Omega$.
For functions twice differentiable with compact support, where the values of the first derivative at the border are equal to zeros and continuous outside the set of compact support, see [15], for DRT defined by (2) it is justified the relation

$$
\begin{equation*}
R[\Delta f(x, y)]=\frac{d^{2} \hat{f}(p, \varphi)}{d p^{2}} \tag{4}
\end{equation*}
$$

## 4. Statement of the Problem

Solve the Dirichlet problem with border mobile for parabolic PDE in the case of spatial twodimensional functions with compact support by the $p$-version of the GRM

$$
\begin{equation*}
\frac{d u}{d t}(x, y, t)-\Delta u(x, y, t)=\psi(x, y, t), \quad(x, y, t) \in \Omega(t), \quad 0<t<T \tag{5}
\end{equation*}
$$

$$
\begin{gather*}
u(x, y, 0)=\left\{\begin{array}{l}
f(x, y), \\
0 \quad,(x, y) \in \Omega(0), \\
u(x, y) \in \Omega(0),
\end{array}\right.  \tag{6}\\
u(x)=0,(x, y, t) \in \partial \Omega(t), 0<t<T, \tag{7}
\end{gather*}
$$

where $\psi, f \in \mathcal{D}\left(\mathbb{R}^{2}\right)$ are given functions, $\Omega(t)$ it is a convex bounded domain in the plane, $\Omega(t)=\left\{(x, y, t): s_{1}(t)<x<s_{2}(t), s_{3}(t)<y<s_{4}(t), 0 \leq t \leq T(\right.$ fijo $\left.)\right\}$, the functions $s_{1}, s_{2}, s_{3}$ y $s_{4}$ are continuous functions defined on $(0, T)$, see Fig. 3 .



Figure 3. Domain $\Omega(t)$ with mobile border $\partial \Omega(t)$.

## 5. The Scheme of P-VERSIon of the General Ray Method

The scheme consists in five steps.
Step 1.
Consider the derivative of the function $u(x, y, t)$ with respect to time in Finite Differences:

$$
\begin{equation*}
\frac{d u}{d t}(x, y, t) \approx \frac{u\left(x, y, t_{i}\right)-u\left(x, y, t_{i-1}\right)}{h} \operatorname{con} i=1,2, \ldots, N \text { y } t_{0}=0 \tag{8}
\end{equation*}
$$

where $h \rightarrow 0$ it is the step size in the time, see [16].
Then the problem (5) - (7) for $t_{i}$ with $i=1,2,3, \ldots, N$, is approximated in the following way

$$
\begin{gather*}
\Delta u\left(x, y, t_{i}\right)-\frac{1}{h} u\left(x, y, t_{i}\right)=\psi_{0}\left(x, y, t_{i}\right),(x, y) \in \Omega\left(t_{i}\right), \quad 0<t_{i}<T,  \tag{9}\\
u(x, y, 0)=\left\{\begin{array}{l}
f(x, y),(x, y) \in \Omega(0) \\
0 \quad,(x, y) \in \Omega(0)
\end{array}\right.  \tag{10}\\
u\left(x, y, t_{i}\right)=0,\left(x, y, t_{i}\right) \in \partial \Omega\left(t_{i}\right), 0<t_{i}<T, \tag{11}
\end{gather*}
$$

where $\Omega\left(t_{i}\right)=\left\{\left(x, y, t_{i}\right): s_{1}\left(t_{i}\right)<x<s_{2}\left(t_{i}\right), s_{3}\left(t_{i}\right)<y<s_{4}\left(t_{i}\right), \quad 0 \leq t_{i} \leq T\right\}$,
$\psi_{0}\left(x, y, t_{i}\right)=-\psi\left(x, y, t_{i}\right)-\frac{u\left(x, y, t_{i-1}\right)}{h}$ with $t_{0}=0$.
Step 2.
Construct the family of Ordinary Differential Equations (ODE) with homogeneous boundary conditions on the variable $p$ with respect to the function $\hat{u}_{t_{i}}(p, \varphi)$, applying DRT to the equation (9).

$$
R\left[\Delta u\left(x, y, t_{i}\right)-\frac{1}{h} u\left(x, y, t_{i}\right)\right]=R\left[\psi_{0}\left(x, y, t_{i}\right)\right],\left(x, y, t_{i}\right) \in \Omega\left(t_{i}\right), \quad 0<t_{i}<T,
$$

By the linearity of the DRT and its property (4) we have the equation

$$
\begin{equation*}
\frac{d^{2} \hat{u}_{t_{i}}(p, \varphi)}{d p^{2}}-\frac{1}{h} \hat{u}_{t_{i}}(p, \varphi)=\hat{\psi}_{0 t_{i}}(p, \varphi) \tag{12}
\end{equation*}
$$

Step 3.
Solve constructed ODE family for fixed angle $\varphi$ and considering the zero boundary conditions.
To simplify the notation, the step size $h$ is considered like $\frac{1}{m^{2}}, m>0$. In this way the general solution of the equation (12) is the sum of the homogeneous solution, $\hat{u}_{t ; \mathrm{h}}$, and one particular solution, $\hat{u}_{t_{i}, p}$, see [16] and [17].
The general homogeneous solution, $\hat{u}_{t, \mathrm{~h}}$, associated with the equation (12) is:

$$
\begin{equation*}
\hat{u}_{t, \mathrm{~h}}=c_{1} e^{-m p}+c_{2} e^{m p} \tag{13}
\end{equation*}
$$

A particular solution, $\hat{u}_{i, p}$, of the equation (12) is:

$$
\begin{equation*}
\hat{u}_{t, p}=e^{-m p} \int_{-\left(1-t_{i}\right)}^{p} \frac{\hat{\psi}_{t_{i} 0}(\xi, \varphi) e^{m \xi}}{-2 m} d \xi+e^{m p} \int_{-\left(1-t_{i}\right)}^{p} \frac{\hat{\psi}_{t_{i} 0}(\xi, \varphi) e^{-m \xi}}{2 m} d \xi . \tag{14}
\end{equation*}
$$

Therefore the solution of the equation (12) with homogeneous boundary conditions is

$$
\begin{align*}
\hat{u}_{t_{i}}= & c_{1} e^{-m p}+c_{2} e^{m p}+e^{-m p} \int_{-\left(1-t_{i}\right)}^{p} \frac{\hat{\psi}_{t_{i} 0}(\xi, \varphi) e^{m \xi}}{-2 m} d \xi \\
& +e^{m p} \int_{-\left(1-t_{i}\right)}^{p} \frac{\hat{\psi}_{t_{i} 0}(\xi, \varphi) e^{-m \xi}}{2 m} d \xi, \tag{15}
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}=\frac{e^{-2 m\left(1-t_{i}\right)} \int_{-\left(1-t_{i}\right)}^{\left(1-t_{i}\right)} \frac{\hat{\psi}_{0}(\xi, \varphi) e^{m \xi}}{} d \xi+\int_{-\left(1-t_{i}\right)}^{\left(1-t_{i}\right)} \frac{\hat{\psi}_{0}(\xi, \varphi) e^{-m \xi}}{2 m} d \xi}{\left(e^{2 m\left(1-t_{i}\right)}-e^{-2 m\left(1-t_{i}\right)}\right)}, \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{2}=-c_{1} e^{2 m\left(1-t_{i}\right)} \tag{17}
\end{equation*}
$$

Step 4.
It is determined the function $u\left(x, y, t_{i}\right)$ applying the inverse Radon transform to the function $\hat{u}_{t_{i}}$ obtained in the step 3.

$$
\begin{equation*}
u\left(x, y, t_{i}\right)=R^{-1}\left[\hat{u}_{t_{i}}(p, \varphi)\right] . \tag{18}
\end{equation*}
$$

Step 5.
It is obtained the approximate solution $u(x, y, t)$ of the problem (5) - (7) in a recurrent manner for $t_{0}=0, t_{1}, t_{2}, \ldots, t_{N}$.

## 6. NumERICAL Experiments

It is illustrated the $p$-version of the GRM solving three Dirichlet problems with mobile border, in a bounded domain $\Omega(t)=\left\{(x, y, t): \sqrt{x^{2}+y^{2}} \leq 1-t, \quad 0 \leq t \leq 1\right\} \subset \mathbb{R}^{2} \times(0, \infty)$, using the MATLAB software.

Development of $\boldsymbol{P}$ - Version of General Ray Method for Parabolic Equations with Mobile Boundary Conditions

## Example 1.

It is a synthetic example. The graph of the analytical solution is compared with the graph of numerical solution for three times, $t_{1}=0.01, t_{2}=0.05, t_{3}=0.1$, with a step size $h=0.01$ in the finite difference of the derivative with respect to time and one partition of 51 nodes in each range $[-1,1]$ where are defined the space variables, using the $p$-version of the GRM. See Fig. 4, 5 y 6.

Solve

$$
\begin{cases}u(x, y, t)-\Delta u(x, y, t)=-8(1+t)\left(x^{2}+y^{2}-(1-t)^{2}\right)^{3} \\ -48\left(x^{2}+y^{2}\right)\left(x^{2}+y^{2}-(1-t)^{2}\right)^{2} & ,(x, y, t) \in \Omega(t), 0<t<1, \\ u(x, y, 0)= \begin{cases}\left(x^{2}+y^{2}-1\right)^{4} & , \sqrt{x^{2}+y^{2}} \leq 1, \\ 0 & , \sqrt{x^{2}+y^{2}}>1,\end{cases}  \tag{19}\\ u(x, y, t)=0,(x, y, t) \in \partial \Omega(t) & , 0<t<1 .\end{cases}
$$

The exact solution is

$$
u(x, y, t)=\left\{\begin{array}{cl}
\left(x^{2}+y^{2}-(1-t)^{2}\right)^{4} & , \sqrt{x^{2}+y^{2}} \leq 1-t  \tag{20}\\
0 & , \sqrt{x^{2}+y^{2}}>1-t
\end{array}\right.
$$

The approximate solution constructed by $p$ - version GRM is

$$
u\left(x, y, t_{i}\right)=R^{-1}\left[c_{1} e^{-m p}+c_{2} e^{m p}+e^{-m p} \int_{-\left(1-t_{i}\right)}^{p} \frac{\hat{\psi}_{t_{i} 0}(\xi, \varphi) e^{m \xi}}{-2 m} d \xi+e^{m p} \int_{-\left(1-t_{i}\right)}^{p} \frac{\hat{\psi}_{t_{i} 0}(\xi, \varphi) e^{-m \xi}}{2 m} d \xi\right]
$$

where $c_{1}=\frac{e^{-2 m\left(1-t_{i}\right)} \int_{-\left(1-t_{i}\right)}^{\left(1-t_{i}\right)} \frac{\hat{\psi}_{0}(\xi, \varphi) e^{m \xi}}{-2 m} d \xi+\int_{-\left(1-t_{i}\right)}^{\left(1-t_{i}\right)} \frac{\hat{\psi}_{0}(\xi, \varphi) e^{-m \xi}}{2 m} d \xi}{\left(e^{2 m\left(1-t_{i}\right)}-e^{-2 m\left(1-t_{i}\right)}\right)}, c_{2}=-c_{1} e^{2 m\left(1-t_{i}\right)}$ and
$\psi\left(x, y, t_{i}\right)=8\left(1+t_{i}\right)\left(x^{2}+y^{2}-\left(1-t_{i}\right)^{2}\right)^{3}+48\left(x^{2}+y^{2}\right)\left(x^{2}+y^{2}-\left(1-t_{i}\right)^{2}\right)^{2}$.


Figure 4. Graphs of the exact and approximate solution, for $t=0.01$ relative error 0.0156, absolute error 0.0242.


Figure 5. Graphs of the exact and approximate solution, for $t=0.05$
relative error 0.0683, absolute error 0.0593 .


Figure 6. Graphs of the exact and approximate solution, for $t=0.1$
relative error 0.237 absolute error 0.0772 .

## Example 2.

Is an example of a diffusion model of oxygen in an absorbing medium, such as tissue and in this case do not have analytic exact solution, but it was solved approximately with the Finite Element Method, see [18]. There are shown graphs of the approximated solution by the proposed method for three times, $t_{1}=0.0, t_{2}=0.05, t_{3}=0.1$, with a step size in the finite difference of the derivative with respect to time $h=0.01$ and a partition of 51 nodes in each interval $[-1,1]$ where are the spatial variables defined. See Fig. 7, 8 y 9.

Solve

$$
\begin{cases}u_{t}(x, y, t)-\Delta u(x, y, t)=-1, & (x, y, t) \in \Omega(t), 0<t<1,  \tag{21}\\ u(x, y, 0)= \begin{cases}-\sqrt{x^{2}+y^{2}}+e^{\sqrt{x^{2}+y^{2}}-1}, & (x, y, 0) \in \Omega(0) \\ 0, & (x, y, 0) \notin \Omega(0)\end{cases} \\ u(x, y, t)=0, & (x, y, t) \in \partial \Omega(t), 0<t<1,\end{cases}
$$

Bellow we present graphs of the solution by Finite Element Method with comparing with solution by the $p$-version of the GRM


Figure 7. Graphs of the solution, for $t=0$.


Figure 8. Graphs of the approximate solution, for $t=0.05$.


Figure 9. Graphs of the approximate solution, for $t=0.1$.

## Example 3.

It is an example where the initial condition is discontinuous at the border of the circle of radius less than one, hence the considering functions have not compact support. For this example analytic exact solution is unknown. We present the graphs of the solution approximated by the proposed method for four times, $t_{0}=0.0, t_{1}=0.01, t_{2}=0.05, t_{3}=0.1$, with a step size in the finite difference of the derivative with respect to time $h=0.01$ and with 51 nodes in each interval $[-1,1]$ where are the spatial variables defined. See Fig. 10, 11, 12 and 13.

Solve

$$
\begin{cases}u_{t}(x, y, t)-\Delta u(x, y, t)=-1, & (x, y, t) \in \Omega(t), \quad 0<t<1,  \tag{22}\\ u(x, y, 0)= \begin{cases}1, & \sqrt{x^{2}+y^{2}} \leq 0.4, \\ 0, & \sqrt{x^{2}+y^{2}}>0.4,\end{cases} \\ u(x, y, t)=0, & (x, y, t) \in \partial \Omega(t), 0<t<1 .\end{cases}
$$

Graphs of the solution using the $p$-version of the GRM are the next.


Figure 10. Graphs of the solution, for $t=0$.


Figure 11. Graphs of the approximate solution by the $p-$ version GRM in $t=0.01$.


Figure 12. Graphs of the approximate solution by the $p-v e r s i o n ~ G R M$ in $t=0.05$.


Figure 13. Graphs of the approximate solution by the $p-v e r s i o n ~ G R M ~ i n ~ t=0.1 . ~$

## 7. Conclusion

It was developed the $p-v e r s i o n$ of the GRM to solve numerically Dirichlet problems for parabolic PDE with mobile border for two-dimensional spatial functions with compact support and obtained an explicit numerical solution for considered problem. The results obtained in the $p$-version of the GRM are original. Numerical experiments with synthetic examples were realized in the MATLAB Software, to verify the validity of the developed $p$-version of the General Ray Method.
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